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Abstract

Flow cytometry (FCM) is now the most widely used method to determine ploidy

levels and genome size of plants. To get reliable estimates and allow reproducibility

of measurements, the methodology should be standardized and follow the best prac-

tices in the field. In this article, we discuss instrument calibration and quality control

and various instrument and acquisition settings (parameters, flow rate, number of

events, scales, use of discriminators, peak positions). These settings must be decided

before measurements because they determine the amount and quality of the data

and thus influence all downstream analyses. We describe the two main approaches

to raw data analysis (gating and histogram modeling), and we discuss their advantages

and disadvantages. Finally, we provide a summary of best practice recommendations

for data acquisition and raw data analysis in plant FCM.
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1 | INTRODUCTION

Recently, a series of articles on best practices in flow cytometry

(FCM) with plants [1] has been initiated. Most of the applications are

based on estimating nuclear DNA content (genome size) [2]. Best

practices concerning material selection, sample preparation, and spe-

cific measurement precision and data interpretation requirements are

summarized in other articles of this series [2–5]. With some particular

modifications, the same methodology is also used with other organ-

isms treated under botany in the broadest sense, such as fungi [6] or

algae [7]. All the cited articles, however, consider mainly pre-

measurement (i.e., sample collection and preparation) and post-

measurement steps (i.e., analysis of processed data) and do not

address how to collect the measurements themselves or how to pro-

cess the raw data (i.e., histogram analysis). The present article aims to

fill this gap: we will focus on instrument settings and measurement

per se (which determines the precision of results and some features

that cannot be improved during the subsequent analyses) and the

analysis of raw data.

2 | INSTRUMENT CALIBRATION AND
QUALITY CONTROL

Standard biomedical flow cytometers are routinely used in plant biol-

ogy, although instruments optimized for plant samples may provide

superior results. This may mean specialized instruments designed for

specific organisms and tissues, such as ship-borne instruments

for phytoplankton sampling [8], instruments for sampling air-borne

pollen and fungi [9], and instruments that can be optimized for fragile
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tissues such as protoplasts [10]. However, in most cases, all that is

required is an instrument with light sources and optics appropriate for

the fluorochromes and applications common in plant FCM. The optical

filter set should be compatible with the spectral properties

(i.e., excitation and emission spectra) of the DNA fluorochrome to be

used [4], propidium iodide (PI), and 40,6-diamidino-2-phenylindole

dihydrochloride (DAPI) being the most frequent ones. PI-stained sam-

ples are optimally analyzed on instruments equipped with a green

solid-state laser (532 nm). This wavelength is usually not included

with standard biomedical flow cytometers but is often an option with

new instruments. Alternatively, an argon-ion turquoise laser (488 nm)

is more commonly available and a 561 nm solid-state laser can also be

used; still, they provide slightly less efficient excitation than the green

laser. DAPI-stained samples are excited mainly by UV bands emitted

from mercury arc lamps or, in more recent instruments, by UV light-

emitting diodes (LEDs) or UV lasers.

Regardless of the flow cytometer used and the specific applica-

tion, the instrument should be in optimal condition in terms of fluidics

and optics alignment to achieve accurate results (most often displayed

as a histogram of fluorescence, in which nuclei of particular DNA con-

tents should form narrow symmetric peaks with minimum back-

ground; see Chapter 5 for details on histogram components). Fluidics

must be free of air bubbles and in-line filters free of any blocking par-

ticles, such as microorganisms. As sheath fluid, one may use commer-

cial solutions sold by cytometer manufacturers. As an alternative

suitable for most applications, users can opt for double sterile distilled

water. To prevent microbial growth, especially if the instrument is not

used daily, various biocides may be used, such as sodium azide (0.02%

w/v, [11]) or ProClin™ (Sigma-Aldrich; concentrations 0.03%–0.1%

are recommended by the manufacturer for particular formulations of

this biocide). Plant tissues include various secondary metabolites, such

as mucilage, that not only distort sample preparation and staining [4]

but may adhere to tubes and flow chamber walls and contribute to

clogging and distortion of the laminar flow. Therefore, for plant cyt-

ometers, it is necessary to use cleaning solutions regularly and replace

the tube delivering the sample to the flow chamber quite often (when

any impurities or discoloration become visible). For flow system main-

tenance, we refer users to technical manuals specific to the particular

cytometers they use. Regular servicing by the manufacturer is also an

option but can represent a substantial recurring cost. In laser instru-

ments, it is crucial to ensure an optimal alignment of the light source

with the core stream in the flow chamber because the light intensity

decreases toward the margins of the laser beam [12]. If the laser is

not properly aligned, part of nuclei may receive incomplete illumina-

tion, which may result in shift of the mean fluorescence, higher coeffi-

cients of variation (CVs; a measure of peak “width”), and asymmetric

peaks.

For measurements of genome size and derived parameters (such

as ploidy levels), which are the most common applications in plant

FCM [2], measured fluorescence (i.e., the x-axis of the histogram)

must be proportional to the actual fluorescence (number of photons

emitted), because the fluorescence of the particles is expected to be

proportional to their DNA content. In other words, we expect a linear

relationship between DNA content of nuclei, fluorescence of (properly

stained) nuclei, and the reported fluorescence measure. Failure to

have a linear relationship between DNA content and fluorescence is a

sample preparation (i.e., nuclei isolation and staining) issue, but failure

to have a linear relationship between actual and measured fluores-

cence is an instrument linearity problem. Instruments from different

manufacturers differ in the linearity of their response (see Wood [13]

for details on sources of non-linearity), and the users should be aware

of the performance of their instruments.

Quality control tests for fluidics and optical alignment involve

testing of peak CVs, while linearity tests compare peak means for par-

ticles of known relative fluorescence. We recommend using calibra-

tion particles to check all three features. Fluorescent beads (usually

latex or polystyrene microspheres with a size ranging from 0.5 to

6 μm, covered with the selected fluorochrome) can be used for such

purposes. Their consistent size ensures that their measurements

reflect instrument behavior rather than variation in the sample. Single-

type beads can be used to check fluidics stability and optics alignment.

When the flow cytometer is well-calibrated, there should be low back-

ground and the CV (which is the standard deviation [SD] divided by

mean and expressed as %) of the fluorescent peak of the beads should

be below 2.0%. The use of so-called rainbow calibration particles that

contain a mixture of beads of the same diameter (e.g., 3 μm) covered

with different amounts of the fluorochrome (i.e., yielding different

fluorescent intensities) enables the operator to check the stability and

resolution of a flow cytometer as well as the linearity of the measure-

ment. Concerning linearity, regression of fluorescence intensity (chan-

nel number on a linear scale) and expected intensity (from the bead

characteristics) should produce a straight line. An alternative test for

non-linearity was proposed by Bagwell et al. [14]. Two types of beads

of different fluorescence intensities are measured simultaneously

using different amplifications of the signal (different settings of photo-

multipliers or amplifiers; the respective parameters are usually called

voltage or gain by different cytometer manufacturers) and regression

of the differences between their mean fluorescence versus mean fluo-

rescence of the lower fluorescence beads should produce a straight

line. For precise measurements, only a limited range of fluorescence

intensities (in the most typical case, of a sample and a standard)

should be used, within which the linear response is assured by the

manufacturer for a particular cytometer. For most instruments,

the recommended range is less than 3- or 4-fold [15]. This linearity

limitation means that an array of standards (of different genome sizes)

is required to cover the wide range of plant DNA contents [15].

Due to the high costs of the calibration beads, suitable alterna-

tives (though never so uniform and standardized as beads) include the

use of fixed cells, such as chicken or trout red blood cells (where CVs

<3% are expected in well-tuned instruments), or even plant standards

with known superior quality. A good example of the latter is Pisum

sativum, one of the gold reference standards that should provide fluo-

rescence peaks with a CV below 2.0% when the cytometer is per-

fectly calibrated. Chicken and trout erythrocytes are known to form

small fractions of cells stuck together (doublets, triplets, etc.), which

can be used to evaluate linearity in the same way as bead mixtures
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(the ratio of the mean fluorescence of doublets to singlets is expected

to be 2.0 and acceptable in the range 1.95–2.05). However, some cau-

tion is needed, as performance may depend on the cytometer con-

struction, especially when the pulse height is used as a measure of

fluorescence intensity. Unlike uniformly sized beads, clusters of parti-

cles are of larger size and, thus, may be less uniformly illuminated in

laser instruments [13]. When using biological standards, if additional

peaks are present (nuclei in G2 phase or due to endopolyploidy) and

complete replication of DNA is assumed, these can also be used to

assess instrument linearity. In our experience working with standards,

the ratio of mean fluorescence of 4C/2C peak should be in the range

of 1.95–2.05. Use of endopolyploid standards with a series of peaks

(2C, 4C, 8C, 16C, etc.) to control the linearity over wide fluorescence

range has also been proposed [16]; however, when using such biologi-

cal standards, one must be aware that deviations from linearity may

reflect staining problems (i.e., non-proportional staining or fluores-

cence of nuclei of different DNA content or condensation states)

rather than instrument-based linearity problems [2].

Daily quality control checks are recommended. In the event a

quality control check fails, appropriate remedies are provided by the

instrument manufacturer. Typically, problems with peak CVs are

addressed by cleaning or priming (fluidics problems) or by laser align-

ment (optics). Linearity problems within the 3- to 4-fold range of fluo-

rescence intensities may indicate problems with photodetectors that

may require service.

3 | INSTRUMENT SETTINGS

Individual types of cytometers differ in design, including the light

source, operation speed (both the pressure of sheath fluid and sample

release), the diameter of the flow chamber, and light collection optics.

These parameters can influence the results and should be considered

when comparing data from different instruments, as it may be respon-

sible (along with factors such as different buffers and different sample

preparation procedures) for minor differences found among laborato-

ries when analyzing identical material [17, 18]. In the following para-

graphs, we will consider several technical aspects related to

instrument settings.

When a particle passes through a light beam, it produces a pulse

of fluorescence. Three basic characteristics of the pulse may be

recorded: pulse height (the maximum intensity), pulse width (the time

duration of the pulse), and pulse area (the integral of the fluorescence

intensity over time). The exact shape of the pulse depends on the par-

ticle shape and diameter, as well as on the light beam diameter [19].

Moreover, in laser instruments, the light intensity decreases from the

center to the margins of the beam, depending on the way the laser

beam is focused. When the light spot size is much bigger than the par-

ticle diameter, and the light intensity over the core stream is more or

less homogenous, the whole particle receives even illumination, and

peak height is a good measure of the amount of the fluorescent dye.

In other cases (bigger particles, smaller spot), peak area (“fluorescence
area”) is a more reliable parameter. Individual cytometers differ in

which of these two parameters is used. A combination of the pulse

parameters (i.e., pulse analysis) can be used to discriminate between

single nuclei and doublets or triplets (two or three particles coming to

the measuring point together, respectively), which may be mistaken

for higher ploidy nuclei. This is essential when searching for less

numerous cells of different ploidy levels, such as in studies of the cell

cycle, endopolyploidy, and particularly unreduced gametes [5, 20]. In

summary, researchers should always check the parameters and perfor-

mance of their particular cytometers and provide details about the

cytometer used and methods applied (parameters, gating strategy,

doublet discrimination if applied) when publishing the resulting

analyses.

Apart from fluorescence, two scatter parameters are available in

laser-based instruments. Forward scatter (FSC), a measure of light

scattered from the particle in the forward direction, which reflects

particle size, is of little use with plant nuclei due to their small size of

several micrometers and only slight differences between them (dou-

bling particle volume leads to only a 1.26-fold increase in the particle

diameter). In contrast, it is advisable to record side scatter (SSC), a

measure of light scattered in a sideways direction, which reflects par-

ticle shape and internal structure (complexity). Availability of the SSC

parameter might be one of the important factors when choosing a

new instrument or light sources. Gating fluorescence versus SSC

allows discriminating between intact and damaged nuclei, fluorescent

debris, among other particles (e.g., fig. 3 in Sliwinska et al. [2]).

Another parameter that is worth considering is time. In most flow

cytometers, it is possible to display how a given parameter varies with

time. In most applications, it is important to guarantee that fluores-

cence is stable throughout the duration of measurement. If there are

fluctuations of fluorescence due to disturbed flow, cleaning and re-

aligning the instrument may be necessary. If the user does not let the

sample incubate (stain) long enough, one can notice a slight increase

of fluorescence in the first minutes of analysis until the stain is satu-

rated and peak means stabilize. This results in a left-skewed fluores-

cence peak with a large CV, which could be erroneously attributed to

other causes (e.g., degraded material or staining inhibitors). Also, if

there is some deterioration of the sample over time, causing

decreased fluorescence (due to some cytosolic compounds), it can be

detected with a cytogram of fluorescence versus time. Lastly, fluctua-

tions visible on the fluorescence versus time cytogram may indicate

other technical issues, such as instability of the laser beam due to

overheating or other laser malfunctions.

The diameter of the core stream increases with the square root of

the sample flow rate, expressed as volume of sample per time (μL/s or

μL/min) [12]. Therefore, the sample flow rate should be kept as low as

possible to achieve high precision, because the smaller core stream

keeps nuclei centered in the laser beam where they receive even illu-

mination. However, a few factors that may compromise measure-

ments with extremely slow flow rates should be considered. First,

biological samples may deteriorate over time, especially if the species

under study contains high amounts of secondary metabolites or if the

tissue is in suboptimal condition (e.g., withered, senescent). Second,

long measurement time (in the order of tens of minutes) may lead to
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deposition of the nuclei in the sample suspension and/or to nuclei

clumping together. Third, depending on a particular cytometer design,

an extremely low sample flow rate may lead to irregular sample supply

or disturbance of the laminar flow; as with many other details in plant

FCM, researchers should test their instrument performance and find

the optimal running conditions. Finally, one of the main advantages of

FCM for ploidy level/genome size estimations, among other applica-

tions, is its high-throughput nature; long running times undermine

this. A balance between precision and acquisition time should be

found unless extra-high precision is needed (such as simultaneous

analyses of samples with slightly different DNA content, as required

in analyses of intraspecific genome size variation [21]). Setting the

flow rate to analyze lower tens of particles per second typically allows

for reasonably low CV values while thousands of nuclei are measured

within a few minutes, allowing the researcher to analyze dozens to

hundreds of samples per working day.

4 | ACQUISITION SETTINGS (SOFTWARE
SET UP)

Several parameters must be set appropriately before acquisition, and

those should be reported in publications.

4.1 | Scale

The data can be acquired using either linear or logarithmic scales

(Figure 1). The light intensity is “binned,” that is, the more or less con-

tinuous variable is recorded and digitalized into a discrete number of

intervals (“bins”), which are in FCM traditionally called “channels.”
The x-axis of histograms or both axes of scatterplots consist of these

channels as units, frequently 256 or 1024. Typically, fluorescence is

measured on a linear scale in plant studies, especially when the peak

index (i.e., the ratio of the mean fluorescence of two peaks) is the

focal variable (e.g., genome sizes and ploidy level inference). Logarith-

mic scales are useful when processing samples with a large range of

peak positions, that is, when minimum and maximum fluorescence

intensity within a sample set is very different. These cases may

include studies of endopolyploidy when multiple peaks are present,

each having twice the fluorescence of the previous one [22], or stud-

ies of phytoplankton [8], when very different types of organisms are

present. Scatter parameters (FSC, SSC) are typically recorded on a log-

arithmic scale.

The appearance of histograms is very different on logarithmic and

linear scales. On a linear scale, the location of peaks directly reflects

the means of those peaks, that is, a tetraploid peak is placed twice as

far along the x-axis as a diploid peak, and an octoploid peak will be

twice as far as the tetraploid peak (Figure 1A). In contrast, on a loga-

rithmic scale, each successive doubling of the peak mean is repre-

sented as the same visual increment along the x-axis. As a result, the

distance between a diploid and tetraploid peak is the same as the dis-

tance between the tetraploid and octoploid peaks (Figure 1B). Scaling

also influences the shape of a peak. When plotted on a logarithmic

scale, diploid, tetraploid, and octoploid peaks with the same number

of events and identical CVs will have the same height and width. On a

linear scale, the height and width of each peak will vary with their

mean: as the mean increases, height decreases, and width increases.

Because CVs and event counts are hard to estimate visually from his-

tograms of either scaling, it is important to report these values in text

or tables.

The use of either scale types has its advantages and disadvan-

tages. The data can be converted between scales only with some limi-

tations. On a linear scale, some data may not be recorded (low

(A) (B)

F IGURE 1 Simulated fluorescence histogram on linear (A) and four-decade logarithmic scale (B), 1024 channels each. Each peak reflects a

random draw of 1000 particles from a normal distribution having CV = 2.0% and means 50, 100, 200, 400, and 800, respectively (i.e., the
subsequent means differing two-fold, similarly to what would be obtained in an endopolyploid sample having nuclei with 2C, 4C, 8C, and so on
DNA content). On the linear scale, the peaks on the right appear wider and lower. On the logarithmic scale, height of the peaks is proportional to
the number of particles and peaks have the same appearance.
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fluorescence intensities below a threshold or high “off scale” intensi-

ties). Also, each channel differs from the previous one by x while it is

x-fold on a logarithmic scale. Therefore, at low fluorescence intensi-

ties (left side of the axis), one channel on a linear scale spans over sev-

eral channels on a logarithmic scale, while at higher intensities, the

opposite occurs. During recalculation, “missing” data cannot be ade-

quately recovered. This is especially important when converting loga-

rithmic to linear data. While peak means can be recalculated, it is

impossible to correctly calculate the SD and thus peak CV. If the CV

values are computed from channel numbers on a logarithmic scale,

that is, linear-like (as done by some software), the values are usually

very low but do not correspond to values that would be obtained on a

linear scale. It is especially pronounced toward the right side of the

axis where each channel spans a much higher range of light intensities

than on the left side. Last, log-amplifiers are known to suffer from

deviation from linearity more than linear amplifiers, especially in the

first and last decade of the logarithmic axis [13] (in this case, nonli-

nearity means that the difference between channels is not propor-

tional to the ratio of the actual values). For these reasons, the use of

the scale type must be decided before data acquisition, according to

the focal variables. If the instrument uses log-amplifiers to record data

on a logarithmic scale (as is true in most of older and still in some

recent instruments), the use of logarithmic scale is limited to scatter

parameters and with fluorescence only when the exact fluorescence

intensities or peak index are not the main focus. Genome size mea-

surements and related studies (such as ploidy estimation or base com-

position) must be done on a linear scale. However, there are some

newer instruments that do not use log-amplifiers and acquire all data

over wide dynamic range on a linear scale. In this case, either scale

type can be used, as logarithmic scale is only used for better data dis-

play while all computations are actually done on a linear scale.

4.2 | Number of nuclei

Measurements of fluorescence intensity are subject to errors. This

random variation between particles of the same type is usually mod-

eled as a normal distribution (Gaussian curve) characterized by the

mean and SD. As acquisition proceeds, peak mean position varies by

chance (sampling error), but with an increasing number of particles, it

approaches the true value. The corresponding statistics are called

standard error of mean (SE). In most analyses, we are interested in the

ratio of the mean fluorescence of the sample and the standard. Thus,

we have two peaks, both subjected to sampling errors. It is, therefore,

crucial to measure enough particles to minimize these errors. More-

over, as the histogram contains not only the G0/G1 nuclei that we are

most often interested in, but also other particles (e.g., debris, nuclei in

other phases of the cell cycle, endopolyploid nuclei), the total number

of events needed is higher than the theoretical sum of the peaks of

interest.

Only a few studies provide recommendations on the number of

events to acquire. Greilhuber et al. [23] suggested that at least 1300

nuclei should be scored for a peak to keep the relative SE (expressed

as % of mean) below 0.1% when peak CV is 3%. However, the choice

of 0.1% relative SE seems arbitrary, and no rationale is given in the

cited book (although it may reflect the standard in other fields). Fur-

thermore, the 0.1% relative SE value may be an overly strict limit, as it

is much below the empirical differences between repeated measure-

ment of the same material (i.e., technical replicates, see below). The

relationship of the relative SE and the number of nuclei is shown in

Figure 2 for different peak CVs. From this and the SE definition, the

0.1% relative SE is achieved at 900 events for CV 3%. However,

the SE drops quickly over the first 100 events, after which its rate of

decline slows dramatically.

Jan Suda in Greilhuber et al. [23] presented a graph showing an

empirical estimation of the required number of events. Several species

in several replicates were analyzed with an internal standard. The

peak index (i.e., the ratio of sample and standard mean fluorescence)

was recorded for each analysis after every 200 events until a total of

20,000 events were acquired. The mean % difference from the final

value (based on 20,000 events) was below arbitrary limits of 0.2% and

0.1% after 3000 and 7000 total events, respectively, and in general,

the difference decreases quickly at the beginning. In contrast, after

ca. 3000, the decrease becomes moderate. However, no details on

individual samples are available. The total count of 5000 events for

analyses with two peaks of interest (the sample and the internal stan-

dard) is also mentioned by Doležel et al. [11], and at least 1000 nuclei

per peak are recommended in Sliwinska et al. [2], without any details.

Due to a lack of empirical detail, we repeated the experiment of

Suda [23] with a slightly different setup. Leaf tissue of two species

was co-chopped in 0.5 mL Otto I buffer, incubated for 10 min, stained

with DAPI (4 μg/mL) in 1 mL of Otto II buffer supplemented with

2-mercaptoethanol (2 μL/mL), and analyzed using a Sysmex (formerly

Partec) CyFlow Space cytometer, with 365 nm UV-LED as the light

source and using the flow rate 0.6–0.8 μL/s (constant within each

sample), which delivered 20–30 events per second. The sample was

run for ca. 1 min to check the stability of the flow and staining, the ini-

tial data were then discarded, and the fluorescence of 15,000 events

F IGURE 2 Standard error of the mean (expressed as % of mean)
as a function of number of events for a given coefficient of variation
(CV) when a peak is modeled using the normal distribution.

KOUTECKÝ ET AL. 5
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was recorded. We analyzed the resulting histograms starting at

500 events, and every 50 events thereafter using flowPloidy pack-

age [24] in R software [25]. This allowed us to quantify how the peak

indices varied over the course of a run, and relative to the number of

events (nuclei) recorded within each peak.

Two species pairs were analyzed, 10 replicates (newly chopped

samples) for each pair, analyzed within the same day: (i) Solanum pseu-

docapsicum and Bellis perennis as the high-quality dataset (both species

are widely used as internal standards [15] that produce high-quality

peaks and low background; Figure 3A) and (ii) Sorbus intermedia and

B. perennis as the low-quality dataset (the former species belongs to

the Rosaceae, a family that is known to contain staining inhibitors [3]

which cause higher peak CVs and background; Figure 3B). We also

prepared samples containing only S. pseudocapsicum, (i.e., without a

co-chopped standard), to assess the impact of event count on a single

peak mean, as in analyses with an external standard. For the external

standard tests, we collected a total of 10,000 events, and calculated

the mean peak position over the course of the run, starting at

500 events.

When the full data set (i.e., all 15,000 events) was analyzed, the

high-quality samples had a mean peak index of 1.283, and all samples

were within 0.5% of this value (range 1.279–1.289, Table 1). The vari-

ation among individual samples was quite low, even with only

500 events recorded: only one sample was ever more than 0.5% dif-

ferent from its final value, and it dropped below this threshold once

1200 events had been recorded (Figure 4A). At this point, samples

had between 308 and 509 nuclei recorded per peak. Quality contin-

ued to improve as events accumulated, with all samples within 0.2%

of their final values by 4200 events. CVs stabilized to within 0.5% of

their final value by 2500 events.

The low-quality samples had a mean peak index of 1.30, with indi-

viduals varying by as much as 1.76% (range 1.277–1.321, Table 1).

Variation among samples was somewhat higher than in the high-

quality data set. Nine of 10 samples were within 0.5% of their final

(A) (B)

F IGURE 3 Examples of histograms of DAPI fluorescence. (A) High-quality dataset (Solanum pseudocapsicum + Bellis perennis). (B) Low-quality
dataset (Sorbus intermedia + B. perennis).

TABLE 1 Histogram analysis summary for 10 replicates.

Experiment Peak index Events per peak % of total events Peak CVs (%)

High quality 1.28 ± 0.003 4424.7 ± 774.0 29.5 ± 5.2 1.5 ± 0.1

5439.8 ± 852.0 36.3 ± 5.7 1.4 ± 0.1

Low quality 1.30 ± 0.01 3328.3 ± 691.5 22.2 ± 4.6 3.2 ± 1.0

2729.0 ± 525.9 18.2 ± 3.5 1.4 ± 0.1

Peak mean

External standard 51.36 ± 3.50 5691.4 ± 762.6 56.9 ± 7.6 1.8 ± 0.4

Note: Values are mean ± standard deviation. The high-quality experiment included Solanum pseudocapsicum (first row) and Bellis perennis (second row); the

low-quality experiment included Sorbus intermedia (first row) and B. perennis (second row); the external standard experiment included only S.

pseudocapsicum. Peak counts and coefficients of variation (CVs) are reported for each species separately. The results from the high and low quality

experiment are based on 15,000 total events; the external standard experiment is based on 10,000 total events.
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values by 1800 events (corresponding to 173–541 nuclei per peak),

with the last sample reaching that threshold at 4000 events, at which

point it had 1053 and 550 nuclei in the first and second peaks respec-

tively (Figure 3B). CVs stabilized within 0.5% of their final value by

2800 events.

The absolute position of a single peak in the external standard

experiment is more variable than the peak indices in the internal stan-

dard experiments. For our single-sample, external standard experi-

ment, the mean peak position for 10 replicates was 51.35, with

individual sample means as much as 12% different (range 45.1–56.1,

Table 1). Eight of 10 samples were within 1% of their final peak mean

value after 2000 events were recorded, at which point they had 931–

1389 nuclei in the peak (Figure 5). At this point, the CVs of all samples

were below 1.75%, and 7 of 10 replicates remained stable within

0.2% of their final value for the rest of the run. The CVs of the other

three replicates slightly increased gradually over time, but remained

below 2.4%. The slower convergence of the single peak mean com-

pared to the peak index may be surprising. Closer inspection of fluo-

rescence versus time scatterplots shows that there are slight

fluctuations of fluorescence during acquisition, which influence peak

means and CVs but little influence the peak index, because the fluctu-

ations of both peaks are synchronized and the index remains stable.

This experiment shows that peak index (for internal standardiza-

tion) and peak mean (for external standardization) are estimated quite

well even from a relatively low number of events. Previous recom-

mendations to acquire at least 1000 events per peak [5] or 5000

events in total [5, 9] (when there are two peaks and a moderate level

of debris) are somewhat conservative. In fact, the differences in the

peak index estimated over the course of acquisition within a single

replicate were almost always less than the variation among final

values (after 15,000) of individual replicates. Our results show that

lower counts are sufficient for high-quality histograms, or when high

precision is not required (e.g., ploidy level analysis). In such cases, we

suggest that a relaxed guideline of 2000 total events and 600 events

per peak could be adopted without marked loss of precision.

Multiple individuals are often analyzed simultaneously to increase

sample throughput, for example when screening a population for rare

cytotypes. When using bulked samples, researchers must again con-

sider the number of events. For instance, in a bulked sample of five

individuals, every individual contributes with about 1/5 of the sample

peak count (not the total count); however, due to a slightly different

amount of tissue and random sampling error, the real contribution

might be smaller. Therefore, it is advisable to prepare artificial mixed

samples at the beginning of the screening, containing the desired

number of individuals and one individual different from the rest. Sev-

eral such samples should be tested to establish a total count value for

which it is always possible to identify the signal of the different indi-

vidual, and for which the number of nuclei in the smallest peak is suf-

ficient to achieve the required precision.

The experiment described above and all considerations on the

number of events are independent from the cytometer type, the sam-

ple's genome size, or the dye used. Although the samples were stained

F IGURE 4 Accuracy of peak index as a function of the number of events recorded. The y-axis shows the percent difference between the
peak index calculated using a given number of events (shown on the x-axis) compared to the peak index calculated from 15,000 events. Gray lines
show individual samples; the red line is the median value from all 10 samples. Horizontal lines show 0.1% and 0.5% absolute difference. The
vertical line indicates 2000 events, our recommended minimum number of events needed for low-stringency applications like ploidy analysis.
(A) High-quality data (Solanum pseudocapsicum and Bellis perennis). (B) Low-quality data (Sorbus intermedia and B. perennis). [Color figure can be
viewed at wileyonlinelibrary.com]
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with DAPI, the results can be generalized to all dyes, including PI. The

peak index is usually different when the same species are analyzed

with DAPI and PI, and this difference can even be used to calculate

AT/GC content of the sample [2]. However, the peak index was not

the focal variable here. The experiment studied variation of the peak

index observed within a sample, that is, the increasing precision in

estimating peak means and peak index as the acquisition proceeds. A

cytometer does not record molecules of the dye directly, but only the

light intensity converted by photomultipliers to electric current. Thus,

any combination of the study species, the dye, and the cytometer set-

tings leading to peaks with the same CV and position, will result in the

same relationship of the number of events and precision of

the estimate.

There are other sources of more or less random variation in plant

FCM, such as different peak index (i.e., genome size estimate)

observed between samples of the same taxonomic unit or between

the repeated measurements of the same individual, in the typical case

based on the same number of events in all samples. This variation is

not covered by the experiment described above and is not a matter of

acquisition settings. To cope with these types of variation, the

researchers must plan their experiments to ensure randomization

between groups of samples (relative to the question asked) and

including repeated measurements when needed, as described by Sli-

winska et al. [2].

4.3 | Discriminators

For correctly visualizing the data to be acquired, one of the parame-

ters must be set as discriminator (sometimes called leading trigger).

Only particles having values above the minimum or below the maxi-

mum threshold (the latter not available in all cytometers) are recorded

while the others are “invisible,” that is, not recorded. The detection

capacity of the flow cytometer is so high that without discriminators

such background noise from low fluorescence signals (such as auto-

fluorescent debris) would constitute the majority of data. This would

be especially undesirable if a pre-set total count of events is used to

define run time. The abundant low-fluorescence signal could also

make nuclei peaks inconspicuous on a histogram if the y-axis is scaled

to capture total events. In genome size studies, fluorescence is typi-

cally used for triggering, and low fluorescence signals are discarded.

However, the limits should be chosen with caution. First, it should

leave at least several “empty” (i.e., containing only debris) channels

before the lowest-fluorescence (leftmost) peak, so that the calculation

of the peak mean and CV are not affected by triggering. If histogram

modeling is used for histogram analysis (see Chapter 5), some debris

in this range is also required for proper model fitting. Second, when

working with yet unknown material, the limit should be set so that

half of the fluorescence of the putative leftmost sample peak is dis-

played to ensure that there is no other peak. This is important in

groups that exhibit some level of endopolyploidy or a high number of

cells in G2 phase, in order not to overlook the leftmost peak; note that

the number of nuclei in the first peak can be smaller than in the subse-

quent peaks.

4.4 | Peak position and number of channels

Due to huge variation in plant genome sizes (ca. 2400-fold; [26]) and,

consequently, the need to use several different standards, peak posi-

tions must be adjusted before acquisition according to the genome

size of the material under study. This is done by the parameter called

voltage or gain by different manufacturers (but note that “gain” may

have also a more specific meaning, which is post-acquisition amplifica-

tion of the signal). Setting higher values means higher sensitivity of

the photomultipliers for the given parameter, resulting in peaks

shifted more to the right along the x-axis (but this may also cause

higher background noise). In combination with the number of chan-

nels and type of axis, peak position influences the appearance of

graphical outputs (Figure 1A), as described above.

The acquired data are binned, that is, divided into channels. The

relative difference of mean fluorescence between the neighboring

channels decreases with the channel number (for example, it is 2%

between channels 51 and 50 while it is 0.2% between channels

501 and 500). Peaks of constant CV (i.e., constant SD, which defines

peak "width") are concentrated in fewer channels toward the left mar-

gin of the linear scale (Figure 1A). For data comparability, it is neces-

sary to use the same settings during one experiment. Depending on

the instrument, 256–1024 channels are usually used for histograms. A

F IGURE 5 Accuracy of peak mean as a function of the number of
events recorded. The y-axis shows the percent difference between
the peak mean calculated using a given number of events (shown on
the x-axis) compared to the peak mean calculated from 10,000
events. Gray lines show individual samples; the red line is the median
value from all 10 samples. Horizontal lines show 0.1% and 0.5%
absolute difference. The vertical line indicates 2000 events, our
recommended minimum number of events needed for low-stringency
applications like ploidy analysis. [Color figure can be viewed at
wileyonlinelibrary.com]
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higher number of channels improves resolution, but a lower number

may be advantageous for statistical analysis of histograms (histogram

modeling, see below) because it produces a smoother curve. For 2D

plots, recalculation to a lower number of channels is sufficient, for

example, 256 � 256, as is often used.

For genome size measurements and ploidy level analysis, a linear

scale should be used, and the peak of the standard positioned

(by adjusting the voltage/gain) to ca. 1/5 of the distance from the left

end of the x-axis. This setting and thus the approximate position of

the standard peak should be fixed for all samples within an experi-

ment. The appearance of standard peaks provides a visual confirma-

tion that run conditions are stable, which would be impossible if the

peaks were located in very different positions (see Figure 1A). We

expect the standard peak to be similar among samples, while the qual-

ity of the test samples may vary. In case the genome size of the test

sample is much lower than that of the standard, the peak of the stan-

dard can be localized at a higher channel (e.g., closer to the midpoint

of the histogram) to keep the lowest expected sample peak approxi-

mately 1/5 of the way from the left margin, so long as it is kept con-

stant throughout the whole study. Peak positions in lowermost

ca. 10% of the x-axis (e.g., below 100 on a 1024-channel scale) should

be avoided. First, some events at the low end of the peak might be

lost (they might be cut off by the threshold, see above), and second,

the exaggerated tall, narrow shape of peaks with a low mean can

make them difficult to compare to peaks with higher means (which

appear wider and must consist of many more events to get similar

height, Figure 1A).

5 | RAW DATA ANALYSES

Flow cytometric studies of plant nuclei are dominated by applications

that involve estimating nuclear DNA content based on the fluores-

cence of DNA-selective fluorochromes [2]. In this context, a key com-

ponent of data analysis is the fluorescence histogram. The

fluorescence of particles is plotted along the x-axis, and the number

of particles on the y-axis. Histogram peaks represent groups of parti-

cles with similar fluorescence. Ideally, these are groups of nuclei with

the same genome size at the same cell cycle stage (i.e., G0/G1 and G2).

However, the histogram also includes other classes of particles, such

as: S-phase nuclei, with DNA content ranging from 2C to 4C; dam-

aged and aggregated nuclei, with irregular shapes and fluorescence

corresponding to DNA content ranging from less than 1C to 6C or

more; and cellular debris, with various physical and fluorescence prop-

erties (Figure 6) [27].

The role of the analyst is to accurately estimate population

parameters for the particles of interest. The mean fluorescence for a

group reflects the DNA content of individual particles: that is, the

genome size of nuclei. If a peak is visualized as a curve, the area under

the curve determines the number of particles in a group, providing

estimates of the number of nuclei in different cell cycle stages [2]. The

primary challenge in histogram analysis is that the different groups of

particles overlap on the plot. Therefore, the analyst needs to isolate

the nuclei of the group of interest from the other groups to get accu-

rate estimates. There are two general approaches to address this: gat-

ing and model-fitting.

F IGURE 6 Left: an ideal cell cycle histogram for a sample and co-chopped standard. Right: an empirical histogram analyzed by flowPloidy
software [24]. [Color figure can be viewed at wileyonlinelibrary.com]
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5.1 | Gating: General concepts

Gating is broadly defined as the process of defining a region on a scat-

terplot or histogram that either includes or excludes unwanted events

(debris, aggregates, etc.) so that the subsequent analysis uses mostly

events of interest (e.g., nuclei). Defining a region on a scatterplot for

gating purposes is very common in FCM analysis. It is often used as a

preliminary step in histogram analysis for DNA content (see below).

Other examples of its use include signal pulse analysis, that is, the sep-

aration of single particles from aggregates (Figure 7), and defining a

set of particles to be sorted (although this is rarely used with plant

samples, except for specialized analyses such as sorting chromo-

somes [28], nuclei types within pollen grains [29], or protoplasts [10]).

The parameters used depend on the application.

The isolation of events of interest can, in some applications,

involve complex analytical approaches involving pattern recognition,

clustering analysis, and multiple parameters [30]. In the context of

measuring plant nuclei fluorescence, the process is typically more

straightforward. Using relatively few parameters, the analyst defines

one or more “gates”: sets of rules based on measured traits that place

events either within or outside the group of interest. In practice, this

can involve multiple steps, in each of which a subset of events is iden-

tified for exclusion or inclusion based on a single parameter (on a his-

togram) or by a pair of parameters (on a scatterplot); the subsets

defined in each step are then combined using Boolean operators,

leading to a final set comprising the events of interest.

Steps in the gating process can be manual or automated. Most

people are familiar with manual gating: polygons are drawn “by hand”
on scatterplots based on the user's judgment about the appropriate

limits for event clusters (Figure 7C) or bars are placed around peaks

on a histogram, representing best-guess limits of a presumably Gauss-

ian curve. A simple common example is the process of selecting a

region of interest containing nuclei on a scatterplot of two parameters

(e.g., fluorescence and SSC) to “gate out” debris particles. Once debris

is gated out, the fluorescence data for the remaining particles are dis-

played on a histogram on which peaks of interest are delimited and

F IGURE 7 An example of multi-step gating used to isolate 2n nuclei in a pollen sample. (A) Selection of nuclei region on a FL2-H (585 nm) by
FL3-H (670 nm) scatterplot, used to gate out debris. (B) Scatterplot of FL2-A versus SSC for the same sample prior to gating. (C) and (D) show the
same data after gating as in (A), with a region draw around the 2C nuclei either (C) manually or (D) using an automated cluster identification tool
(“Snap-to” regions, CellQuest Pro, BD Biosciences). (E) 2C nuclei data as selected by the combination of gates in (A) and (C), displayed on a height
versus area plot for pulse analysis (aggregate removal). The rectangular region contains only single nuclei. (F) Histogram of ungated data with the
small peak outline in white showing the events of interest, single 2C nuclei, which are only a part of the 2C peak.
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measured. An example of a more elaborate process involving debris

gating using two fluorescence wavelength ranges and aggregate gat-

ing is illustrated in Figure 7.

Scatter plots of fluorescence versus SSC are often used to isolate

stained nuclei from debris. While fluorescence provides an estimate

of DNA content, SSC is related to the geometric complexity of the

particle: smooth spheres will produce lower SSC values than

comparably-sized particles with rough surfaces and complex shapes.

Plotted together, these two variables allow the analyst to distinguish

between nuclei, which have relatively simple shapes, and irregular

debris particles with similar fluorescence but higher SSC values.

The use of two fluorescence detection ranges (e.g., 585 versus

670 nm; Figure 7A) can also be very useful in excluding some debris

types, taking advantage of differences in autofluorescence versus

stain fluorescence properties [31, 32]. However, not all flow cyt-

ometers support this approach. In samples stained with more than

one fluorochrome and in the special case of fluorescently tagged lines,

appropriate parameters are the fluorescence emission ranges. For

unstained particles, as well as stained, morphology-based characteris-

tics such as density (reflected in SSC) and size (FSC and pulse width)

are often used because the morphology of most biological structures

tends to be fairly constrained relative to other particles (Figure 8). Sig-

nal pulse analysis for aggregate discrimination [19, 33], also discussed

in [5], uses plots of fluorescence area versus height (intensity) or

width (time of flight) (Figure 7E). Combinations are as varied as the

applications.

As mentioned above, most users are familiar with manual gating,

in which polygonal regions are drawn around clusters of events on

scatterplots (Figure 7A,C,E). The main criticisms of manual gating are

that it can be subjective and difficult to apply in a repeatable way,

either by the same lab over time or by different labs analyzing the

same samples. The effects of this are likely to be less important in

high-quality samples and can be reduced by having a single user do all

gating, striving for consistency. The use of density plots rather than

simple scatterplots may also be helpful for poorly defined clusters

(Figure 8). Despite these concerns, manual gating allows for some role

of experience and judgment, often necessary when dealing with prob-

lematic samples with high levels of debris.

Methods for automated cluster gating exist, ranging from simple

two-parameter density gating (Figure 7D) to more complex options,

many of which are freely available [34]. This still appears to be little

used in plant FCM, perhaps because traditional manual gating seems

straightforward for many applications. However, some consideration

should be given to such methods, because of speeding up the gating

process, and especially because they reduce subjectivity and make

results more reproducible [34], although gate definition is still limited

by both the effectiveness of the algorithm and the quality of the data.

Gates can also be defined using a single variable, using a histo-

gram. In the most basic approach, users draw boundaries (limits)

around peaks or regions on a histogram based on a subjective assess-

ment of those limits. The boundaries are then used to select subsets

of events. This approach is often preceded by a “debris gating” step

on a scatterplot so that the data displayed on the histogram is already

a subset of events. This method has the advantage that it can be done

with the most basic software, such as the one provided with the cyt-

ometer or general-purpose statistical or plotting programs. It has the

disadvantage of subjectivity, as already discussed, but the impact of

this depends on the application. For example, measures of relative

means are robust to variations in gating, as are the ratios between

means (peak index): ploidy classification is unlikely to depend on gat-

ing variation. Even in the case of absolute DNA content (genome size)

estimation, acceptable results can be obtained from manual gates,

although model fitting may provide greater accuracy in some samples

(see next section).

F IGURE 8 Gating of two nuclei types based on scatter properties (SSC reflecting optical density, FSC reflecting size). (A) Shows gating on a
simple scatterplot, (B) on a density plot. [Color figure can be viewed at wileyonlinelibrary.com]
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In contrast, event counts and proportions are more affected by

subjective gating choices, especially in the case of rare events. Finally,

while this is not a concern for the conscientious experimenter, it is

worth stating that there is a potential for abuse of manual peak gating

as it relates to quality control measures: event numbers per peak can

be inflated, and CVs underestimated by either widening or narrowing,

respectively, the peak limits. Therefore, for gating on scatterplots

(cytograms) and on histograms, the strategy should be consistent

within an experiment and described in detail in manuscripts, prefera-

bly with figures.

5.2 | Histogram modeling

The second approach to isolating nuclei for analysis is based on fitting

statistical models to histogram data. This approach uses theoretical

expectations of the characteristics of different event categories

(e.g., nuclei, debris, aggregates) to create nonlinear models [35]. These

models can then be fit to the histogram data; the model fitting process

produces estimates of the parameters of interest. The model-based

approach provides more objective, repeatable, and in some cases

more precise parameter estimates than gate fitting. However, it can

be challenging to apply to particularly noisy samples. Last but not

least, the modeling approach may be faster than manual gating due to

automation of some steps.

Effective histogram modeling builds on theoretical models

describing the distribution of the different kinds of particles present in

a sample [35]. The DNA content of nuclei, including the G0/G1 nuclei

of the sample and internal standard, and the G2 and endopolyploid

nuclei if present, are straightforward in this regard. Variation in the

actual DNA content between cells is small, and observed differences

are due mainly to the accumulation of errors in fluorescence detec-

tion. According to the central limit theorem, we expect this situation

to produce normally distributed observations. As such, only two

parameters are necessary to fit models to these data: the mean and

SD of the peaks. Furthermore, the means of G2 and endopolyploid

nuclei peaks are constrained to be a multiple of the G0/G1 mean

(although some error is permitted to account for minor deviations

from strict linearity). However, in some samples, peaks may be

skewed (non-Gaussian) due to uneven staining of nuclei, or the pres-

ence of aneuploidy [27]. This can impact the estimation of means and

proportions of cells in G0/G1, G2, and S-phase, and users must be

aware of some inaccuracy of the results (although the same challenge

is present with manual gating). If the problem arises from uneven

staining, this is ideally dealt with through sample preparation optimi-

zation (i.e., buffer selection, tissue homogenization method, stain

duration, etc. needs to be validated for each species and tissue type,

as discussed in Loureiro et al. [4]).

The other groups of particles require more esoteric functions to

model them. For example, S-phase nuclei, spanning the range

between G0/G1 and G2 peaks, can be fit with a variety of broadened

polygons. Aggregates, clusters of two or more nuclei stuck together,

are fit with equilibrium equations, functions of the abundance of smal-

ler particles. This approach generally assumes that aggregation is a

random process where all particles are equally likely to aggregate

[27, 35]. For systems in which certain types of aggregates may be

more common, for example, pollen in which male germ units form [5],

this assumption is violated, and pulse analysis may be more appropri-

ate for aggregate correction [20].

Several models are available for debris, including phenomenologi-

cal exponential curves and mechanistic models built on the assump-

tion that debris is composed primarily of variously fractured nuclei.

Models that assume that debris consists primarily of cut and damaged

nuclei may not perform well for samples with large amounts of expo-

nentially distributed debris [27]. As a general rule, estimates obtained

from samples with high debris are expected to have a higher error

associated with them [27], and debris reduction at the sample prepa-

ration stage should always be a priority.

Despite the variety of options available for modeling some of the

histogram components and keeping in mind the caveats in the preced-

ing paragraph, in practice, the resulting parameter estimates are not

very sensitive to these decisions. The S-phase component is usually

relatively small, and estimates derived from simple rectangular models

are usually very close to the results from using more complex poly-

gons. The different debris models do not usually alter mean estimates,

although the differences in cell counts can be more marked.

Once the necessary model components are identified, fitting the

model to the data is a routine statistical procedure (nonlinear least-

squares regression). The details are described thoroughly by Bag-

well [35]. With model-fitting software such as flowPloidy [24], FloJo

(BD Biosciences), or ModFit (Verity Software), the model-fitting pro-

cedure is completed by the program, and the researcher is not

required to conduct the statistical calculations themselves. In histo-

gram modeling, the Reduced Chi-Square Statistic (RCS) can be used to

indicate how well a model fits the data for the particular sample and

can be helpful in making model choices [27, 35]. Still, it is not a statis-

tical test, only a guide to interpretation. Histogram models that fall

within the expected RCS range of 0.7–4.0 are generally accept-

able [35]. Histograms with higher RCS values (which indicates a poor

fit) should be inspected to ensure the model provides a sensible repre-

sentation of the data, and whether the model may be improved by

adjusting its parameters (such as which debris model and linearity

constraints to use). However, a high RCS value on its own does not

invalidate an otherwise reasonable analysis. It is particularly important

not to misinterpret the RCS statistic as a measure of the accuracy of

the DNA content (peak position or peak index, in general) estimate. It

only estimates how well the model fits the data, it does not reveal

anything about the quality of those data. Quality assessment of the

DNA content estimate should still be based on the parameters dis-

cussed earlier (CV, nuclei number).

While model fitting provides an objective, repeatable, and precise

method for analyzing histogram data, it cannot completely eliminate

the need for manual gating. Prior manual gating out of some debris

may be required in some low-quality plant samples. One should be

aware that this will impact the model fitting procedure. This is more

likely to affect nuclei counts and proportions than mean estimates.

Using signal pulse analysis to exclude some doublets before histogram

modeling will bias the modeling of aggregates [27], and the use of
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both approaches in combination is not recommended. Gating that

excludes too much low fluorescence debris, such as setting a thresh-

old too close to the G0/G1 peak, will affect debris modeling by depriv-

ing the algorithm of information about the distribution of debris in the

low range. Similarly, truncating the high end of the fluorescence range

just above the G2 peak may affect aggregate modeling [27]. In general,

when gating data prior to model fitting, it is best to take a light touch.

Whereas in a gating-only approach, one wants to remove as much

debris as possible with gates, when fitting a model to the histogram,

one only needs to gate out enough debris to allow the algorithm to fit

the data.

An important consideration in applying these models is that they

were developed from a single mammal species (Homo sapiens) and do

not account for the variation encountered in tissue samples from dif-

ferent organs of many different species. This is most evident in the

large quantity of debris encountered in some plant species, much of

which may be of the exponentially distributed type, not modeled well

as cut nuclei. In addition, models developed for a species without cell

walls or secondary compounds are not always sufficient for applica-

tion to plant samples. Consequently, while model-fitting can provide

superior accuracy and objectivity in many cases, manual gating is nec-

essary when dealing with particularly challenging tissue preparations.

5.3 | Software

We do not propose to evaluate the various software options available

for sample analysis. However, there are some considerations to keep

in mind. Software that can analyze data from many sources (instru-

ments) can be a powerful tool for review purposes in this age of data

transparency and open-access databases. Some software packages

associated with specific instrument manufacturers may lack this flexi-

bility. Open-source software packages, such as those using the R pro-

gramming platform [25], are free and available to anyone and

therefore can be used by those who may wish to analyze and examine

FCM data files but who do not have access to a cytometer and its

associated software. Open-source programs can also be customized

and adapted by users to better suit their requirements. We are cur-

rently only aware of one open-source program for histogram model-

ing, flowPloidy [24], which was designed with analysis of plant nuclei

histograms in mind.

6 | CONCLUSIONS AND BEST PRACTICE
RECOMMENDATIONS

• Keep your instrument in perfect condition (fluidics, optics align-

ment) and monitor its performance daily using calibration beads or

standardized biological material with known properties (fixed

chicken or trout erythrocytes, plant standards of superior quality,

such as P. sativum).

• Apart from fluorescence, also record time parameter (to monitor

fluorescence stability over the course of a run) and SSC, if available

(to allow discrimination of intact nuclei from damaged ones,

fluorescent debris, etc.). If doublet discrimination (i.e., pulse analy-

sis) is intended based on combination of peak area, height, and

width, ensure that the respective parameters are recorded.

• Use a linear scale for fluorescence, especially for genome size/

ploidy level analysis. Use a limited range of fluorescence (differ-

ences among peaks not more than 4-fold) to ensure linearity.

Check the linear response of your cytometer in the selected range

using calibration beads or other material known to contain clusters

of particles (e.g., chicken and trout erythrocytes) or plants showing

prominent G2 phase peaks; use of endopolyploid plants

showing multiple peaks to monitor linearity over the wide range of

genome sizes is a matter of debate and is not recommended.

• For genome size measurements of samples containing two major

peaks (i.e., a sample and a standard) and low to moderate level of

debris, acquire at least 600 nuclei per peak and/or 2000 events in

total. When the very high precision is needed, or to be in confor-

mity with older recommendations in the literature, 1000 nuclei per

peak or 5000 events should be acquired. The total number of

events (especially if this is used to define the run time) should be

increased in particularly noisy samples or when multiple peaks are

present (such as in highly endopolyploid species) to ensure that

enough events for peaks of interest are recorded.

• Use discriminators to discard the low fluorescence debris, espe-

cially if the total number of events is used to define the run time.

However, always keep at least several “empty” (i.e., containing

only debris) channels before the leftmost peak to allow accurate

peak detection and debris modeling.

• The approximate position of the standard peak on fluorescence

axis should be fixed during the experiment to allow visual compari-

son between samples.

• No peak should be located in the lowest 10% of the fluorescence

axis (using linear scale). Peaks at the left margin always appear tall

and narrow, which may mask their relatively high CVs and/or rela-

tively low nuclei counts, compared to peaks more to the right.

• Consider using histogram modeling for analysis of raw data. If

some manual gating is applied (e.g., due to overly high level of

debris or in specialized cases such as search for unreduced gam-

etes or other cells of different ploidy levels), the gating strategy

should be clearly described in articles, preferably supported with

figures illustrating the typical gate positions.
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7. Čertnerová D, Galbraith DW. Best practices in the flow cytometry of

microalgae. Cytom Part A. 2021;99:359–64.
8. Petersen TW, Brent Harrison C, Horner DN, van den Engh G. Flow cyto-

metric characterization of marine microbes. Methods. 2012;57:350–8.
9. Mitsumoto K, Yabusaki K, Kobayashi K, Aoyagi H. Development of a

novel real-time pollen-sorting counter using species-specific pollen

autofluorescence. Aerobiologia (Bologna). 2010;26:99–111.
10. Antoniadi I, Skalický V, Sun G, Ma W, Galbraith DW, Novák O, et al.

Fluorescence activated cell sorting – a selective tool for plant cell iso-

lation and analysis. Cytom Part A. 2022;101:725–36.
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